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### **Information about Dataset**

**Name**: Census Income

**About this dataset:**

This data was extracted from the [1994 Census bureau database](http://www.census.gov/en.html) by Ronny Kohavi and Barry Becker (Data Mining and Visualization, Silicon Graphics). A set of clean records was extracted using the following conditions: ((AAGE>16) && (AGI>100) && (AFNLWGT>1) && (HRSWK>0))

**Abstract:** Predict whether income exceeds $50K/year based on census data

|  |  |
| --- | --- |
| **Data Set Characteristics** | Multivariate |
| **Attribute Characteristics** | Categorical, Integer |
| **Associated Tasks** | Classification |
| **Number of Instances** | 48842 |
| **Number of Attributes** | 14 |
| **Missing Values** | Yes |
| **Area** | Social |
| **Date Donated** | 5/1/1996 |

**Attribute Information:**

|  |  |  |
| --- | --- | --- |
| **Feature Name** | **Feature Description** | **Feature Type** |
| age | Age of the person | Continuous |
| workclass | Work class of the person | Discrete |
| fnlwgt | Final Weight | Continuous |
| education | Education of the person | Discrete |
| education-num | Number of years the person | Continuous |
| marital-status | Marital status of the person | Discrete |
| occupation | Occupation of the person | Discrete |
| relationship | Relationship of the person to the family | Discrete |
| race | Race of the person | Discrete |
| sex | Sex of the person | Discrete |
| capital-gain | Capital Gain | Continuous |
| capital-loss | Capital Loss | Continuous |
| hours-per-week | Hour the person worked for a week | Continuous |
| native-country | Native country | Discrete |
| Income | Income of the person | Target |

### **What types of model or models do you plan to use and why?**

A logistic regression model will be used on the dataset to determine which features are mostly related or correlated to our target which is “Income” of the person. Logistic regression is a statistical analysis method used to predict a binary outcome such as yes or no based on prior observation of the data set. Here, “Income” feature present in the dataset has only binary values: whether the income of the person is less than or equal to 50K per year or greater than 50K per year. So, this feature will be used as target for the model. This model falls under supervised learning as the data is well labelled and has a target variable, a column in the data representing values to predict from other columns in the data. Sometimes supervised leaning is called predictive modeling. Supervised learning allows collecting data and product data output from previous experience.

Under supervised learning, this dataset falls under classification model as it reads the input and generates an output that classifies the input into two categories: one having income less than or equal to 50K per year and another with income greater than 50K per year.

In addition to the logistic regression model with 1 target and 14 features, another logistic model will be used with only 5 best features where the 5 features are selected based on highest chi-squared statistics.

### **How do you plan to evaluate your results?**

We plan to calculate the accuracy, precision, recall and F1 score of both the logistic regression models with 14 features and best 5 features. We will also verify the performance of the model by visualizing confusion matrix which is a 2\*2 table that shows the predicted values from the model vs. the actual values from the test dataset. We will plot ROC curve to determining the best cutoff value for predicting whether a new observation is a "failure" (0) or a "success" (1).

The Area Under the ROC curve (AUC) metric is evaluated to see how well a logistic regression model classifies positive and negative outcomes at all cutoffs. The value can range from 0.5 to 1. The result is considered excellent if AUC value is between 0.9-1, good for the AUC values between 0.8-0.9, fair for AUC values between 0.7-0.8 and poor for the AUC values 0.6-0.7 and failed for the AUC values between 0.5-0.6.

### **What do you hope to learn?**

Working as a group on this course project will help us to understand how to work with others in the same field of study. We can learn each other's strengths and highlight them in the process. For those that have areas they would like to improve, we can capitalize on learning from our teammates. Learning possibilities are available if we communicate our project progress.

During the review process of the income prediction dataset, we can determine if there are any statistical patterns or predictors based on visualizations. The modeling process can help us define the best model to use with our data based on accuracy, precision, and recall. Once we have trained our model new data can be applied to predict what income category a person is part of.

### **Access any risks with your proposal**

One of the earliest challenges we might face is during the data preparation step of the model building. Identifying the correct features that contribute to the target, planning on how to handle the missing values, deciding the next steps if the data is imbalanced to name a few. The way to mitigate these issues would be creating various visualizations to identify correlations. To mitigate data imbalance, we may choose to over-sample or under-sample the dataset. We may also need to go back to research other relevant supplement datasets to strengthen the cause.

During the model building phase, we may face the challenge of finding the right models for our project in terms of accuracy. As a mitigation plan, we will identify at least 3 models to train the data and calculate the accuracy with multiple methods.

We will also update/upgrade/change the course of our project based on the feedback received during peer reviews.

### **Identify a contingency plan if your original project plan does not work out.**

If for any unforeseen reasons, we are unable to continue working on this dataset, we have considered a backup dataset and we will perform a high-level analysis in parallel. This will help us quickly shift to the new data set without too much loss of time.

Backup Dataset - <https://www.kaggle.com/datasets/paradisejoy/top-hits-spotify-from-20002019>

### **Include anything else you believe is important.**

**Why income prediction is important**

Income prediction is important for a variety of areas in the private and nonprofit sectors. One critical area this affects is marketing, where income segmentation of the population is an extremely important tool. Businesses may make different variations of their items designated for certain subgroups of the population, and these subgroups often include the income of individuals. Income prediction also helps to identify those individuals who are of a lower income that may need the most assistance, who some nonprofits strive to identify and assist. The ability to predict the income of individuals from this information has far-reaching impacts for every industry.

**Data consideration for logistic regression**

Following are some of the important points to be considered while choosing data set for logistic regression.

* The response variable should be binary
* The features present in the dataset should be independent to one another
* Make sure the data represent the population of interest
* Collect enough data to provide necessary precision
* Measure variables as accurately and precisely as possible
* If the model does not fit the data, then the results can be misleading. In the output, use residual plots, diagnostic statistics for unusual observations, and model summary statistics to determine how well the model fits the data

### **Reference:**

<https://www.census.gov/en.html>

<https://www.kaggle.com/datasets/uciml/adult-census-income>

<https://www.techtarget.com/searchbusinessanalytics/definition/logistic-regression>

<https://support.minitab.com/en-us/minitab-express/1/help-and-how-to/modeling-statistics/regression/how-to/binary-logistic-regression/before-you-start/data-considerations/>